
Automation, robots and artificial intelligence are already deeply 
embedded within our society. They will continue to have an 
increasing impact on the way we live and will soon become 
commonplace in the workplace, working alongside humans with 
increasing levels of autonomy and self-reliance. This raises many 
concerns: in particular, what happens if these advanced technologies 
go wrong? Could a robot be taken to court? What should be done 
if a mistake is made by an automated car, a police-robot or the 
care-robot that had seemed so failsafe when it was purchased by 
your local hospital to replace nurses? Some technologists claim 
that robots are becoming increasingly safe, but we all know that 
the unexpected can happen. Who is ultimately liable: the robot, its 
owner, the manufacturer? This Foresight Brief introduces the European 
Parliament Resolution on Civil Law Rules on Robotics. It examines 
the regulatory aspects of existing and future technologies, drawing 
attention to several key issues, such as the visibility, accountability 
and liability of all stakeholders. We hope that this brief will contribute 
to the discussions on our evolving interaction with robots, AI and 
technology, both now and in the future.
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Introduction

Regulating new technologies is a challenging exercise, as it implies dealing 
with uncertainty and fast-moving, often invisible technologies (Graeme et al. 
2012). Understanding where technologies are heading, what they can achieve 
and, more importantly, how they are designed and used is very difficult.

It is equally difficult to see where we are heading as human societies. 
Predicting how technologies and societies will interact and influence each 
other is, understandably, even more complicated.

In the case of technologies such as robotics and artificial intelligence, un-
derstanding how they are going to affect our societies involves discussing per-
sistently latent societal and political issues with a view to determining precise-
ly where these technological developments belong in our regulatory system.

The European Parliament Resolution on the regulation of robotics and 
artificial intelligence comes at an opportune time, as these technologies af-
fect and shape the relationship that we have with our jobs and our lives, 
rendering them increasingly fast, automated and digitalised. Whether in 
manufacturing or services, the level of automation can range from execut-
ing simple tasks to making complex and speedy decisions. As such, it is a 
driver of social, employment and environmental change. However, as with 
any disruptive technology, its impacts on society are significant and include 
changes in work organisation, working conditions, and the quality and other 
aspects of employment such as the outsourcing of responsibility (Broersen 
2014; Degryse 2017).

At present, no specific legal provision on robotics exists (with the possi-
ble exception of the Machinery Directive 2006/42/EC and the Product Liabil-
ity Directive 85/374/EEC). A minimum set of rules is therefore necessary in 
order to establish a transparent and democratic level playing field, and some 
pieces of EU legislation would need to be reviewed accordingly (Kritikos 2016).

Source: IFR/World Robotics
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In its Resolution, the Parliament 
calls for legal solutions to civil 
liability caused by robots.

This paper discusses the European Parliament’s Resolution of 16 Feb-
ruary 2017 with recommendations to the Commission on Civil Law Rules 
on Robotics (European Parliament 2017). It provides a brief summary of the 
content of the Resolution and looks at its basic principles and raison d’être. 
It also touches on the issue of defining robots and their liability. In so doing, 
it suggests a twofold shift in the rationale of Parliament’s recommendations. 
Using a prospective approach and taking into consideration the views of 
scholars who are specialised in analysing robotics and artificial intelligence, 
this paper proposes that Parliament’s recommendations could go further by 
addressing a much broader spectrum of artificial agents and artificial intel-
ligence, instead of focusing on specific categories of robots.

It then looks at the responsibility, visibility and liability of those who 
have decision-making powers over the design, development and deployment 
of robots and artificial intelligence, including designers and developers.

The grounds for Parliament’s initiative and robot politics

The European Parliament took the initiative to draft a report tabling a motion 
for a resolution of a legislative character and including recommendations re-
lated to Civil Law Rules on Robotics made by the Committee on Legal Affairs. 
The Resolution is not in itself a legislative initiative but rather a set of rec-
ommendations destined for the European Commission, asking the executive 
body to draw up a legal framework for the civil-
ian use of robots. After an intense debate, Par-
liament voted in favour of the text on 16 Febru-
ary 2017. In its follow-up to the Resolution, the 
European Commission (EC/2015/2103 (INL)) 
expressed its intention to explore different 
solutions with a view to tackling liability and 
establishing a comprehensive registry, while speculating as to whether a defi-
nition was necessary for regulatory purposes. Even more interesting is that 
the Commission highlighted the importance of maintaining societal buy-in.

Although it does not state as such in the body of the document, it is clear 
that the Resolution is based on the results of the FP7 project RoboLaw – 
‘Regulating Emerging Robotic Technologies in Europe: Robotics facing Law 
and Ethics’, funded by the European Commission and conducted between 
2012 and 2014 (Palmerini et al. 2014); it also draws on the study ‘European 
Civil Law Rules in Robotics’ commissioned by the European Parliament’s 
Legal Affairs Committee (Nevejans 2016).

The first draft of the Resolution followed the same lines as the project. 
The Resolution, adopted following the debate in the European Parliament, is 
set out in several sections on the development of robotics and artificial intel-
ligence solely for civil use, namely: ethical principles such as transparency, 
and the well-established bioethical principles of beneficence, non-malefi-
cence, autonomy and justice; the creation of a European agency to provide 
technical, ethical and regulatory expertise and guidelines on best practice; 
intellectual property rights and the flow of data; standardisation, safety and 
security; autonomous vehicles; care robots; medical robots; human repair 
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and enhancement; drones; education and employment forecast; liability and 
international aspects thereof; as well as a code for research ethics committees.

The main assumptions of the Resolution are the human right to privacy, 
respect for human frailty, maximal, reasonable transparency in the program-
ming of robotic systems, and the need for predictability of robotic behaviour.

The Resolution provides an indication of what should be included in a 
definition of ‘smart autonomous robots’ and recommends establishing an 
ethical framework for the design, production and use of robots. The ultimate 
goal is to shape the technological revolution by incorporating the outlined 
principles into European legislation and codes of conduct.

It calls for legal solutions to civil liability for damage caused by robots, 
such as the establishment of a compensation fund, adoption of strict and 
proportional liability standards, establishment of an obligatory insurance 
scheme supplemented by a fund to ensure that reparation can be made for 
damage, allocation of registration numbers and creation of a specific legal 
status for robots in the long run.

In the field of employment, the Resolution calls on the Commission to 
develop digital abilities and monitor long-term job trends, and highlights the 
need for more flexible training, the importance of creative, social and digital 
skills, and robotics’ potential for creating new risks.

The Resolution begins by referring to the oft-cited ‘Three Laws of Ro-
botics’ devised by science-fiction author Isaac Asimov in Runaround (1942). 
The Three Laws, which establish that robots should serve their human mas-
ter, provide as follows: a robot may not injure a human being or, through 
inaction, allow a human being to come to harm; a robot must obey orders 
given it by human beings except where such orders would conflict with the 
First Law; finally, a robot must protect its own existence as long as such pro-
tection does not conflict with the First or Second Laws.

The Three Laws formulated by Asimov have been used and applied for 
the development of computer software and other digital technologies (Fei-
telson 2007). Although not presented as core legal principles, they are an 
important part of the document’s rationale.

One of the most interesting aspects of the Resolution is that this is not 
the first time that Parliament has taken an initiative to address the impact 
of technology on our society. An earlier example would be Parliament’s high 
level of involvement in regulating nanotechnologies and nanomaterials (Eu-
ropean Parliament 2009, 2014) which pushed the European Commission to 
consider adopting a regulatory framework.

Why the concept of ‘artificial agents’ makes more 
sense than ‘robots’

We interact with robots and other AI systems constantly in our daily life, in 
all sorts of settings. Rapidly and constantly changing technologies become 
more and more intertwined with humans in their private and professional 
life. One obvious and simple example of this is how we use mobile devices 
(containing personal data) and how, for some individuals, being connected 
in an ‘onlife’ (Floridi 2014) world has become almost an extension of the self.
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There are countless examples of how AI has become embedded in the 
workplace. In the financial sector, high-speed algorithms make decisions on 
buying and selling shares and have somehow replaced the need for human 
brokers. In journalism, algorithms can identify, calculate and select news 
items to be published by any given media. In 
the healthcare sector, robots can fetch objects, 
measure a patient’s vital signs, guide elderly 
people in care homes and even demonstrate 
‘social behaviour’. In the security sector, ro-
bots merge with other technology systems 
such as the ‘Internet of Things’ (IoT), algo-
rithms and platforms, with limited human interaction. In manufacturing, 
collaborative robots or worker-robot systems operate alongside humans, 
and their respective working spheres or envelopes1 overlap.

The robots that deserve more attention are those with deep-learning 
capabilities: robots that can ‘learn’ from their environment, sense their sur-
roundings, identify patterns, change the way a problem is originally framed, 
adjust their behaviour in response to their environment and function semi- 
autonomously (at this point in time, there are no fully functional long-term au-
tonomous robots). Their interaction with humans can develop in many direc-
tions and across many layers as they play an active role in the decision-making 
process (robots/surgeons, algorithms/stock exchange, etc.).

Defining and categorising robots

The word ‘robot’ comes from the Czech word ‘robota’, meaning ‘serf la-
bour’, ‘drudgery’ or ‘hard work’; however, there is no consensus on the pre-
cise meaning of the term, and its numerous negative connotations make 
defining it very difficult. Even categorising robots can be a never-ending 
exercise.

Focusing on what roboticist Alan Winfield highlights as the three key 
defining qualities of robots can offer a solution. Winfield talks of ‘an arti-
ficial device that can sense its environment and purposefully act on or in 
that environment; an embodied artificial intelligence; or a machine that can 
autonomously carry out useful work’ (Winfield 2012).

It should be noted that, in its Resolution, the European Parliament does 
not propose a straightforward definition or classification of ‘smart’ autono-
mous robots. It does provide, in the Annex to the Resolution, certain criteria 
to be taken into consideration and calls on the Commission to propose a 
definition of cyber physical systems, autonomous systems, smart autono-
mous robots and their subcategories, which in itself can be an interminable 
process and raises a number of concerns.

Indeed, we can compare this process to the one used to define nanotech-
nologies and nanomaterials in 2010 (Nanowerk 2013). A divergence of scien-
tific opinion led to the definitions becoming political compromises, and the 
negotiations on their revision are still ongoing. We can perhaps learn a useful 
lesson here: trying to achieve a strict definition and categorisation for regu-
latory purposes is not always the best option, and the European Parliament 

The robots that deserve  
more attention are those with  
deep-learning capabilities.
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should perhaps be careful not to become bogged down in discussions aimed 
at defining that which is scarcely def﻿﻿inable.

Artificial agents

In our view, rather than trying to define robots, which can be divided into 
millions of sub-types depending on their functionalities, the Commission 
should adopt a wider approach, encompassing algorithms and AI, and take 
into consideration machines that have the capacity to learn, evolve and even-
tually become semi- or, maybe one day, fully autonomous.

We also need to recognise the importance of using the correct termi-
nology in policy-making and in the drafting of legislation. The words that 
are used to describe these machines will have an impact on the kind of pol-
icy and legislation that will result. As these technologies are so closely inte-
grated into all areas of human life, we have to proceed with caution. Should 

we refer to robots, artificial agents or autono-
mous artificial agents, and what are the likely 
consequences of that distinction?

The term ‘artificial agent’, understood 
as a spectrum concept, makes sense because 
it covers a wide diversity of ‘soft’ and ‘hard’ 
agents: decision-making algorithms, auto-
mated machines, digital agents, hybrid mul-
ti-agents, Internet bots, robots, nano-robots, 
drones, etc. These agents have the capacity to 

operate and learn through experience and interaction, without the direct 
intervention of humans or other agents. They are not (yet) fully autonomous; 
they are artificial because they are produced or constructed by humans, and 
they are agents because they take action (Chopra and White 2004; Chopra 
2010; Floridi 2014, 2015). 

The use of such a term could be a first step in the development of a 
sound legal framework that aims at achieving transparency and accounta-
bility through some form of auditing, and could help us avoid falling into a 
regulatory black hole in an effort to be too specific.

Attributing electronic personhood and liability –  
robots as electronic persons?

The European Parliament recommends creating a specific status for robots 
as ‘electronic persons’, with specific rights and obligations, and applying 
it to cases where robots make decisions or interact with third parties (par-
agraph 59(f) of the section on Liability), a status currently unknown in our 
legal system.

The fact that some robots perform functions, such as managing oper-
ations, delegating tasks, resolving complex issues and making decisions in 
real time, raises legal questions. According to Parliament, attributing elec-
tronic personhood to them would resolve these legal issues.

The Commission should take into 
consideration machines that have 
the capacity to learn, evolve and 
eventually become semi- or  
fully autonomous.
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According to current legal theory, granting legal personality to artifi-
cial agents is complex. It is not a case of simply equating robots to corpora-
tions. This opens the personhood debate, which has always been a source 
of controversy (as evidenced by the status of 
slaves or women in the past, or other beings 
and corporations more recently) (Chopra and 
White 2011).

What would be the implications of this 
approach in the case of robots?

Legal personhood means having rights 
and duties and the capacity to take civil action 
and be held accountable for their actions (even 
to sue and be held accountable for criminal 
acts). A legal person is also able to express moral values and become active po-
litically. Once personhood is attributed to robots or to any other autonomous 
artificial agents, they become subjects (as opposed to things or objects) and 
enter the universe of legal persons (Chopra 2010; Chopra and White 2011).

A discussion should be held about the nature of those rights and duties 
and the ability of autonomous artificial agents to exercise them. To illustrate 
this complexity, Samir Chopra reminds us that not all persons have the same 
rights and duties. Some of them depend on age, such as the right to vote, mar-
ry or do military service. Exercising these rights and duties require autonomy 
and the capacity to self-govern which, for autonomous artificial agents, could 
mean having the capacity to work without any human supervision.

In this connection, several questions emerge with regard to the Eu-
ropean Parliament’s Resolution: exactly how autonomous could artificial 
agents be? Could they be aware of their intentions? Could they know that 

How autonomous could artificial 
agents be? Could they be aware  
of their intentions? Could they  
know that they are responsible  
and hence liable?

Source: IFR/World Robotics

Number of multipurpose industrial robots (all types) per 10 000 employees  
in the manufacturing industry (ISIC rev.4: C) 2014

600

500

400

300

200

100

0

U
ni

ts

Average robot density world: 66

Re
p.

 o
f K

or
ea

 

Ja
pa

n

G
er

m
an

y

Sw
ed

en

D
en

m
ar

k

Be
lg

iu
m

U
SA

Ta
iw

an

It
al

y

Sp
ai

n

Fi
nl

an
d

Fr
an

ce

C
an

ad
a 

A
us

tr
ia

 

N
et

he
rla

nd
s

Sl
ov

en
ia

 

Sl
ov

ak
ia

 

Sw
it

ze
rla

nd

C
ze

ch
ia

A
us

tr
al

ia U
K



8
Foresight Brief
#02 – September 2017

they are responsible and hence liable? If so, they would have to assume mor-
al responsibility and face the economic consequences of risks or accidents.

The Resolution identifies a solution based on insurance schemes and 
compensation funds (paragraphs 56 to 59 of the section on Liability).

This whole question of responsibility is a difficult one, and granting 
‘personhood’ to autonomous artificial agents would require a fundamen-
tal shift in legal thinking. If that point is ever reached, humans and robots 
would indeed become players in the same legal framework.

What driver for European regulation?

In the case of complex technologies whose possibilities and outreach remain 
unknown, potential risks are equally unknown. Robots and artif﻿﻿icial in-
telligence could replace humans and transform jobs, but at what cost? Some 
scientists, such as Stephen Hawking and Bill Joy, are concerned about the 
potential for abuse and have predicted the destruction of humanity (Hern 

2016). Others see it from a different perspec-
tive and believe that, in order to surpass hu-
man beings, machines in their hard or soft 
version would need more than intelligence 
and deep learning: they would need to mas-
ter abstraction, have the ability to understand 
the world visually and language semantically 
(Knight 2016), and be creative and even com-
passionate. Others, like Luciano Floridi, Pro-
fessor of Ethics and Philosophy of Informa-

tion at the University of Oxford, believe that there is little to worry about, for 
there are many things that machines cannot do, such as think, know and be 
conscious (Floridi 2016).

At all events, the purpose of regulation is to limit the possible misuse 
or ‘stupid’ use of power, and in so doing minimise the risks and potential ad-
verse effects of new technologies. The development of exposure scenarios to 
identify levels of risk is essential. This applies to artificial agents and is why 
a proper regulatory framework needs to be envisaged, as opposed to soft 
measures such as codes of conduct, certification or standards.

Codes of conduct can help to promote ethical behaviour and introduce 
certain values and guidelines for professionals to follow, but they are not 
instruments for governance. When nanotechnology regulation was at the 
top of the agenda, the European Commission produced a code of conduct 
for responsible research in nanosciences and nanotechnologies (European 
Commission 2009). This code is aimed at all stakeholders in the field, but it 
has two main disadvantages: it is voluntary and its application is not moni-
tored by any EU or national body.

Certification for designers is not the solution here either, as it is a pri-
vately driven action where certifiers, i.e. private companies, set their own 
criteria for what they want to certify. Their main objective is to compel de-
signers to work in pursuit of specific interests, not to protect society, and 
they often fail to take societal views into account.

Regulation should ensure that we 
have visibility and traceability over 
who is responsible for what. The 
aim is to promote a better interplay 
between makers and workers/users.
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The same rationale applies to international technical standards. Inter-
national standardisation organisations function on the basis of paid mem-
bership, which allows some actors to contribute to the development and im-
plementation of technical standards. Again, the concerns here are that this 
process does not include the participation of societal stakeholders and that it 
cannot replace legislation owing to its voluntary nature (Hauert et al. 2015).

None of these three options leads to effective governance or solves the 
issue of accountability. Regulation of robots and artificial intelligence is cru-
cial, but not because of a fear that they might take decision-making powers 
away from humans. This paper advocates that the driving force behind Eu-
ropean regulation should, in simple terms, be to ensure that we have visibil-
ity and traceability over who is responsible for what. The aim is to promote 
a better interplay between makers and workers/users, whose re-
lationship is very intense and closely intertwined. Artificial agents and hu-
mans should co-exist, but the former should remain useful to humans, while 
respecting human values and the rules of democratic society.

Conclusion and way forward

The regulatory aspects of robotics and artificial intelligence are starting to 
be discussed in the institutions of the European Union where various stake-
holders are engaging in the debates and bringing their own values and inter-
ests to the table. This paper has sought to analyse the fundamental issues re-
lated to the difficulties inherent in defining robots and their categories, and 
highlights the concerns associated with ‘electronic personhood’. It proposes 
that, before legislating issues such as human enhancement, the type of in-
surance that would be required for robots, the 
way in which a European agency for robotics 
should be organised and what its remit would 
be, etc., Parliament and the European Com-
mission should consider fundamental ques-
tions related to responsibility and liability. As 
Broersen pointed out (2014), ‘our tendency to 
delegate responsibilities to artificially intelli-
gent systems will become a serious problem’ 
for our society and for our legal systems glob-
ally. Therefore, with a view to regulating artificial agents, this paper identi-
fies a number of key aspects that need to be addressed and taken into consid-
eration before we become entrenched in debates that, more likely than not, 
will end in political compromise.

Rules should be developed to clear the obfuscation that surrounds who 
does what among the makers, designers, data scientists, suppliers and com-
panies responsible for creating artificial agents. Ensuring the visibility of 
actors and their responsibilities is a first step towards governing automa-
tion and artificial intelligence. In other words, we need to be able to ascer-
tain who is responsible for what and ensure that these actors are traceable 
(Mittelstadt et al. 2016).

‘Our tendency to delegate 
responsibilities to artificially 
intelligent systems will become  
a serious problem’ for our society 
and for our legal systems globally.
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To that end, it is also necessary to be able to identify all the other ac-
tors who interact with and use artificial agents, such as workers, em-
ployers, consumers, patients, users and trainers.

Minimum regulatory standards need to be developed in order to at-
tribute responsibility and liability in cases where the artificial agent 
has ‘learning and teaching’ features and is able to exercise unintended out-
comes (Grodzinsky et al. 2008; Vanderelst and Winfield et al. 2016). These 

standards need to ensure that appropri-
ate adjustments are made with a view to 
eliminating, as far as possible, any unde-
sirable or non-programmed behaviours or 
consequences, and to address the issue of 
accountability should such behaviours or 
consequences arise.

The EU needs to implement binding 
requirements to exercise the ‘right to ex-
planation’ of models and decisions made 

by automated or artificially intelligent algorithmic systems, as already laid 
down in the General Data Protection Directive adopted in 2016 (Wachter 
et al. 2016). With specific regard to workers, regulation should guarantee 
their right to have the logic, functionality and consequences of automated 
decision-making systems explained to them, and it should identify when hu-
man involvement occurs and when a decision can be contested. Put simply, 
‘workers don’t need to know the code, but they do need to know what the 
code seeks to achieve.’

We are creating a gigantic new space, full of machines and data, that 
is transforming our environment and our policies. It is crucial that regula-
tion be enacted in response to this new world that we are building. It is also 
crucial that all key actors be made visible, accountable and ultimately liable, 
given that the ultimate decision about the purpose of a design, the relation-
ships at play in the use of a machine, safety levels and the potential risks to 
society, health and the environment rests almost exclusively with them.

Given the integration of artificial agents into our society, with particular 
regard to their deployment in the workplace, we should look beyond the use of 
artificial agents purely for the purpose of increasing productivity and profita-
bility. The consequences of technological development should be understood 
in reference to societal actors (Winner 1980). An effective regulatory frame-
work is ultimately required in order to ensure that artificial agents co-exist 
harmoniously with humans and that they are specifically designed for, op-
erate according to and are capable of adapting to human values and needs. 

The EU needs to implement 
requirements to exercise the ‘right to 
explanation’ of models and decisions 
made by automated or artificially 
intelligent algorithmic systems.
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